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Abstract—The Android ecosystem today is a growing universe of a few
billion devices, hundreds of millions of users and millions of applications
targeting a wide range of activities where sensitive information is col-
lected and processed. Security of communication and privacy of data
are thus of utmost importance in application development. Yet, regu-
larly, there are reports of successful attacks targeting Android users.
While some of those attacks exploit vulnerabilities in the Android OS,
others directly concern application-level code written by a large pool
of developers with varying experience. Recently, a number of studies
have investigated this phenomenon, focusing however only on a specific
vulnerability type appearing in apps, and based on only a snapshot
of the situation at a given time. Thus, the community is still lacking
comprehensive studies exploring how vulnerabilities have evolved over
time, and how they evolve in a single app across developer updates.
Our work fills this gap by leveraging a data stream of 5 million app
packages to re-construct versioned lineages of Android apps and finally
obtained 28,564 app lineages (i.e., successive releases of the same
Android apps) with more than 10 app versions each, corresponding to a
total of 465,037 apks. Based on these app lineages, we apply state-
of-the-art vulnerability-finding tools and investigate systematically the
reports produced by each tool. In particular, we study which types of
vulnerabilities are found, how they are introduced in the app code, where
they are located, and whether they foreshadow malware. We provide
insights based on the quantitative data as reported by the tools, but
we further discuss the potential false positives. Our findings and study
artifacts constitute a tangible knowledge to the community. It could be
leveraged by developers to focus verification tasks, and by researchers
to drive vulnerability discovery and repair research efforts.

1 INTRODUCTION

Mobile software has been overtaking traditional desktop
software to support citizens of our digital era in an ever-
increasing number of activities, including for leisure, in-
ternet communication or commerce. In this ecosystem, the
most popular and widely deployed platform is undoubtedly
Android, powering more than 2 billion monthly active
users, and contributing to over 3 million mobile applica-
tions, hereinafter referred to as apps, in online software
stores [1]. Yet from a security standpoint, the Android stack
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has been pointed out as being flawed in several studies:
among various issues, its permission model has been ex-
tensively criticized for increasing the attack surface [2],
[3], [4]; the complexity of its message passing system has
led to various vulnerabilities in third-party apps allowing
for capability leaks [5] or component hijacking attacks [6];
furthermore, the lack of visible indicators1 for (in)secure
connections between apps and the internet is exposing user
communication to Man-In-The-Middle (MITM) attacks [7].

Vulnerabilities of mobile apps, in general, and of An-
droid apps, in particular, have been studied from various
perspectives in the literature. Security researchers have in-
deed provided comprehensive analyses [8], [9], [10], [11],
[12] of specific vulnerability types, establishing how they
could be exploited and to what extent they are spread in
markets at the time of the study. The community has also
contributed to improve the security of the Android ecosys-
tem by developing security vulnerability finding tools [13],
[14], [15], [16] and by proposing improvements to current se-
curity models [17], [18], [19], [20]. Although advanced tech-
niques have been employed by malicious developers such
as packer and obfuscation, countermeasures such as [21],
[22], [23] have also been proposed. Unfortunately, whether
these efforts have actually impacted the overall security
of Android apps, remains an unanswered question. Along
the same line of questions, little attention has been paid to
the evolution of vulnerabilities in the Android ecosystem:
which vulnerabilities developers have progressively learned
to avoid? have there been trends in the vulnerability land-
scape? Answering these questions could allow the com-
munity to focus its efforts to build tools that are actually
relevant for developers and market maintainers to make the
mobile market safer for users.

Investigating the evolution of vulnerabilities in Android
apps is however challenging. In the quasi-totality of apps
available in the marketplace, the history of development
is a fleeing data stream: at a given time, only a single
version of the app is available in the market; when the
next updated version is uploaded, the past version is lost. A

1. e.g., padlock and HTTPS in url input field
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few works [24], [25], [26] involving evolution studies have
proposed to “watch” a small number of apps for a period
of time to collect history versions. However, the insight
observed by such studies may not be representative of that
of the whole Android ecosystem.

This paper. In this work, we set to perform a large
scale investigation on how vulnerabilities evolve in Android
apps. We fully rely on static vulnerability detection tools and
report their results on consecutive versions of Android apps.
We refer the reader to the discussion section on false positive
detections by the state-of-the-art tools that were used. Our
contributions are as follows:
• We carefully proceed to reconstruct the version lineages

of Android apps at an unprecedented scale, based on a
dataset of over 5 million apps collected from a continu-
ous crawling of Android markets (including the official
Google Play). Since market scraping opportunistically fol-
lows links in online store webpages, no explicit identifier
could be maintained to track app versions. Therefore, we
rely on heuristics to conservatively link and order app
versions to retrieve lineages, leading to the selection of
28,564 app lineages containing each at least 10 versions
of a given app. Although this contribution serves the
purpose of our study, it is a valuable artefact for diverse
research fields in our community, notably software quality
and its sub-fields of testing, repair and evolution studies.

• We apply state-of-the-art static vulnerability finding tools
on all app versions and record the alerts raised as well as
their locations. We investigate specifically 10 vulnerability
types associated to 4 different categories related to com-
mon security features (e.g., SSL), its sandbox mechanism
(e.g., Permission issues), code injection (e.g., WebView
RCE vulnerability) as well as its inter-app message pass-
ing (e.g., Intent spoofing). Correlating the analysis results
for consecutive app pairs in lineages, we extract a compre-
hensive dataset of reported vulnerable pieces of code in
real-world apps, and, whenever available, the subset of
changes that were applied to fix the vulnerabilities.

• Finally, we perform several empirical analyses to (1)
highlight statistical trends on the temporal evolutions of
vulnerabilities in Android apps, (2) capture the common
locations (e.g., developer vs library code) of vulnerable
code in apps, (3) comprehend the vehicle (e.g., code
change, new files, etc.) through which vulnerabilities are
introduced in mobile apps, (4) investigate via correlation
analysis whether vulnerabilities foreshadow malware in
the Android ecosystem.

And the main findings are:
• Most vulnerabilities will survive at least 3 updates.
• Some third-party libraries are major contributors to most

vulnerabilities detected by static tools.
• Vulnerability reintroduction occurs for all kinds of vulner-

abilities with Encryption-related vulnerabilities being the
mostly reintroduced type in this study.

• Some vulnerabilities reported by detection tools may fore-
shadow malware.

Noticeably, this is the largest scale Android vulnerability
study so far. Meanwhile, we novelly analyze vulnerabilities
from the aspect of app lineages and certain patterns (e.g.,
vulnerability reintroduction) are firstly spotted in this study.

The artifacts of our study, including the constructed app
lineages as well as the harvested vulnerability detection tool
reports, are made publicly available to the community in the
following anonymous repository:

https://avedroid.github.io

The remainder of this paper is organized as follows:
Section 2 describes the experimental setup, including the
construction of app lineages, an introduction of the vulnera-
bility finding tools, and the research questions. Section 3 un-
folds the empirical analyses. Section 4.2 enumerates threats
to validity while Section 4.1 discusses some promising fu-
ture works. Section 5 discusses related work and Section 6
concludes this work.

2 STUDY DATA & DESIGN

In this section, we first define and clarify some terms used
in the paper. Second, we provide some background infor-
mation on the scale of the app dataset that we adopted,
as well as on the security vulnerability detection tools
that we leveraged in Section 2.2. Third, we describe the
methodology developed in this work to re-construct app
lineages, which are required to perform the evolution study
(cf. Section 2.3). Finally, we outline the research questions as
well as the motivations behind them (cf. Section 2.4).

2.1 Terminology

An apk represents a released package of an app. All apks
in our dataset are uniquely identified based on their hash.
App version is used in our work to refer to a specific apk
released in the course of development of an app and the nth
apk of an app is denoted as apkn. In this paper, we use both
terms (apk and version) interchangeably.

An app lineage is defined as the consecutive series of its
versions that is: L = {apk1, apk2, . . . , apkn}. In this work,
a lineage may include only a subset of the apks that the
app developers have released since our dataset, although
massive, is not exhaustive2.

A vulnerability location l is specified by the class and
method in which the vulnerability is spotted in an apk by a
vulnerability detection tool.

Vulnerability Reintroduction is to check whether fixed
vulnerabilities reappear in app lineages. For a certain type
of vulnerability v, we denote that a vulnerability v is found
at location l as vl. if ∃i, j, k|1 ≤ i < j < k ≤ n, where vl
is found in apki and apkk, but not in apkj . vl is said to be
reintroduced at location l. Moreover, if v is found in apki
and apkk but not in apkj , then we say vulnerability type v
is reintroduced.

2.2 Datasets and Tools

Our investigation relies on the AndroZoo repository [27],
[28] which currently provides the largest publicly available
dataset of Android apps. For harvesting vulnerability issues,
we resort to state-of-the-art vulnerability detection tools
from academia and the security industry.

2. Therefore, for a certain app lineage, there could be missing versions
here and there.
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2.2.1 App Dataset
AndroZoo currently hosts a dataset of over 5.5 millions
distinct app packages (apks) collected from 14 representa-
tive markets (including the official Google Play store) and
repositories (including the F-Droid open-source repository).
According to the description of its crawlers [27], apks are
continuously collected, opportunistically when they become
visible to crawlers, to keep up with the evolution of apps
in the Android ecosystem. This stream of apks is then
immediately accessible to the research community via a
download API.
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Fig. 1: APK Packaging Date

Fig. 2: Dalvik Executable Size.

As illustrated in Figure 1, AndroZoo has collected apps
which were packaged going back to 20103. As reported by
AndroZoo providers (cf. [27, p. 3]), the dataset does not
represent an exact view of the apps ecosystem throughout
time given that crawling was often challenged by vari-
ous limitations including recurrent changes in store web
page structures that require crawlers to be regularly re-
engineered, as well as occasional fails due to lack of storage
space. Nevertheless, AndroZoo includes a diversity of apps:
the barplot in Figure 2 illustrates this in terms of app size
distribution4.

2.2.2 Vulnerability Scanning
Vulnerabilities, also known as security-sensitive bugs [29],
could be statically detected based on rules modeling vul-
nerable code patterns. They are typically diverse in the
components that are involved, the attack vector that is
required for exploitation, etc. In this work, we focus on
selecting common vulnerabilities with a severity level that

3. We use the Dalvik executable code compilation timestamp as the
packaging date.

4. We focus on the size of the actual executable code, since a given
apk may include resource files such as images which may bias a global
apk size metric.

justifies that they are highlighted in security reports and
in previous software security studies. Before enumerating
the vulnerabilities considered in our work, we describe
the vulnerability detection tools (detection tools for short
hereafter) that we rely upon to statically scan Android apps.

We stand on three state-of-the-art, open source and ac-
tively used detection tools: FlowDroid, AndroBugs, and IC3.
• FlowDroid [13] – In the literature on Android, FlowDroid

has imposed itself as a highly reputable framework for
static taint analysis. It has been used in several works [14],
[30], [31] for tracking sensitive data flows which can be as-
sociated with private data leaks5. The tool is still actively
maintained [32]. Moreover, since the original version of
FlowDroid can only analyze intra-component data flows.
In order to further consider the inter-component data
flows, in this work, we used an ICCTA [14] enhanced
version of FlowDroid.

• AndroBugs [33] was first presented at the BlackHat
security conference, after which the tool was open
sourced [34]. This static detection tool was successfully
used to find vulnerabilities and other critical security
issues in Android apps developed by several big play-
ers [35]: it is notably credited in the security hall of fame
of companies such as Facebook, eBay, Twitter, etc.

• IC3 [15] is a state-of-the-art static analyzer focused on
resolving the target values in intent message objects used
for inter-component communication. The tool, which is
maintained at Penn State University, can be used to
track unauthorized Intent reception [8], Intent spoofing
attacks [18], etc.

Table 1 summarizes the vulnerability checks that we
focus on, in accordance with the capabilities of selected
detection tools. Overall, we consider 10 vulnerability types.
For AndroBugs, not like other detection tools, it reports on
dozens of issues. To focus on those vulnerabilities having
a high level of criticality, we only considered the issues
which are marked as critical by AndroBugs. Furthermore,
several critical issues are also discarded, such as cases where
exploitation scenario was not clearly defined (e.g., checking
for SQLiteDatabase transaction deprecated) and a few other
issues which were not explicitly about executable code (e.g.,
relevant to Manifest information), to eliminate the share of
noise that they can bring to the study.

We now detail the different vulnerabilities and explicate
their potential exploitation scenarios. Due to space con-
straints, we provide actual vulnerable code examples for
only a few cases. For other cases, we provide references
to the interested reader. Since all apps are collected from
markets without source code, we use Soot [43], reverse en-
gineering apps to obtain their code. So the code snippets in
the following part are Jimple code, the default intermediate
representation of Soot for representing decompiled dex code
of real apps.

2.2.2.1 SSL Security: Vulnerabilities related to SSL
are a common concern in all modern software accessing the

5. We remind the readers that FlowDroid is mainly designed for
detecting sensitive data flows, which may not necessarily be privacy
leaks (e.g., it can be intended behaviours). Nonetheless, since such
sensitive data flows indeed send private data outside the device, and
it is hard to know how these private data will be used, we consider in
this work such sensitive data flows as privacy leaks.
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TABLE 1: List of Considered Vulnerabilities.

Type Vulnerability checking description Detection Tool
Security features

SSL Security[36]

SSL Connection AndroBugs
SSL Certificate Verification AndroBugs
SSL Implementation (Hostname Verifier of ALLOW ALL HOSTNAME VERIFIER) AndroBugs
SSL Implementation (Verifying Host Name in Custom Classes) AndroBugs
SSL Implementation (WebViewClient for WebView) AndroBugs
SSL Implementation (Insecure component) AndroBugs

Encryption[37] Base64 String Encryption AndroBugs
KeyStore[38] KeyStore Protection AndroBugs

Permissions, privileges, sandbox, access-control
Permission[38] App Sandbox Permission AndroBugs
IntentFilter[3] Unauthorized Intent Reception IC3

Injection flaws

Command[39] Runtime Command AndroBugs
Runtime Critical Command AndroBugs

WebView[40] WebView RCE Vulnerability AndroBugs
Fragment[41] Fragment Vulnerability AndroBugs

Data and Communication Handling
Intent[42] Intent Spoofing IC3
Leak[13] Sensitive Data Flow FlowDroid

Internet [44], [45], [46], [47], [48]. In its basic form, any access
to the Internet using the HTTP protocol without encryption
(i.e. without using https), as in the code example in Listing 1
line 4, could be subjected to man-in-the-middle (MITM)
attacks [7].
1 //SSL Connection Checking
2 private void c(Activity, Bundle, IUiListener) {
3 $r6 = new java.lang.StringBuffer;
4 specialinvoke $r6.<init>(

"http://openmobile.qq.com/api/check?page=
shareindex.html&style=9");

5 $r10 = virtualinvoke $r6.toString();
6 $z0 = staticinvoke Util.openBrowser($r1, $r10);
7 }

Listing 1: SSL Vulnerability Related to Insecure Connection.

In some cases, although the app code is using SSL, the
Certificate Verification is sloppy, still presenting vulnerabili-
ties. As the example shown in Listing 2, the app developer
implements the required X509TrustManager interface in
line 6. Nevertheless, from line 7 to 9, the 3 implemented
methods are empty, which only ensures that the app com-
piles, but creates vulnerabilities for MITM attacks.

1 //SSL Certificate Verification Checking
2 class cn.domob.android.ads.r {
3 public void <init>(android.content.Context) {
4 $r3 = new cn.domob.android.ads.r$b;
5 }}
6 class r$b implements X509TrustManager {
7 public void

checkClientTrusted(X509Certificate[],String) {}
8 public void

checkServerTrusted(X509Certificate[],String) {}
9 public X509Certificate[] getAcceptedIssuers() {return

null;}
10 }

Listing 2: SSL Vulnerability Related to Certificate
Verification.

Vulnerability detection tools further ensure that host-
names are properly verified before an SSL connection is
created. Vulnerable apps generally accept all hostnames,
e.g., by setting hostname verifier with either an SSLCon-
nectionSocketFactory.ALLOW_ALL_HOSTNAME_VERIFIER or

implementation of HostnameVerifier interface which over-
rides verify method with a single “return TRUE;” state-
ment, creating opportunities for attacks with redirection of
the destination host.

Another reported vulnerability, specific to mobile apps,
is related to the widespread use of WebViewClient. Web-
ViewClient is an event handler for developers to customize
how should a WebView react to events. For SSL connec-
tions, developer suppose to deal with SSL errors within
method onReceiveSslError() of WebViewClient. However, if a
developer chooses to ignore the errors when implementing
this method, then it introduces a vulnerability to MITM
attacks[49].

Finally, still with regards to SSL security, Listing 3
illustrates a classic vulnerability where developers bring
development test code into production. The well-named
getInsecure method in line 7 for creating unsafe sockets,
when used in a market app, offers immediate paths to
MITM attacks.
1 //E6: SSL Implementation Checking (Component)
2 class org.jshybugger.ji {
3 public void <init>(Context) {
4 $r2 = new android.net.SSLSessionCache;
5 $r1 = $r0.b;
6 specialinvoke $r2.<init>($r1);
7 $r3 = staticinvoke

SSLCertificateSocketFactory.getInsecure(5000, $r2);
8 }}

Listing 3: SSL Vulnerability Related to Insecure Component.

2.2.2.2 Command.: Android apps can be vulnerable
to a class of attacks known as Command injection where
arbitrary commands, e.g., passed via unsafe user-supplied
data to the system shell, are executed using the Runtime API.
Such vulnerabilities can appear in unsuspected scenarios:
in a recent study, Thomas et al. [39] discussed a case
where a remote attacker could use a WebView executing
dynamic HTML content driven by JavaScript to reflectively
call the Java Runtime.exec() method for executing underlying
sensitive Shell commands such as ‘id’ or even ‘rm’.
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2.2.2.3 Permission.: The Android application sand-
box security feature isolates each app data and
code execution from other apps. However, the docu-
mentation explicitly recommends to avoid permissions
MODE_WORLD_READABLE and
MODE_WORLD_WRITEABLE for inter-process communication
files (i.e., sharing data between applications using files),
since, in this mode, Android cannot limit the access only to
the desired apps [50]. Nevertheless, the secure alternative of
implementing Content Provider may be too demanding for
developers, leading to the development of many vulnerable
apps.

2.2.2.4 WebView.: The example vulnerability de-
scribed for the Command case reflects a more generalized
security issue with WebView’s capability to render dynamic
content based on JavaScript. Until Android Jelly Bean, i.e.,
API level 17 (included), JavaScript code reflectively access
public fields of app objects. This is problematic since an
attacker may leverage this security hole to remotely ma-
nipulate the host app into running arbitrary Java code. [40]
detailedly described this kind of attacks.

2.2.2.5 KeyStore.: Android relies on the KeyStore
API to manage highly sensitive information such as cryp-
tographic keys for banking apps, certificates for virtual
private networks, or even pattern sequences or PINs used to
unlock devices. Unfortunately, a recent study has confirmed
that developers may not use the API very well, opening
doors to attacks [38]. In any case, some developers continue
to directly hard code certificate information in their app.
Others who use the KeyStore end up exposing the so-far
secured information by saving the keystore object into an
unprotected file, or by loading it into as an ordinary byte
array which can then be obtained by attackers.

2.2.2.6 Fragment.: A specific case of code injection
can be implemented in apps running earlier versions of the
Android OS: fragment injection, reported by researchers at
IBM [41], exploits the fact that any UI class (i.e., Activity
extending PreferenceActivity) can load any other arbitrary
class in a Fragment (i.e., sub-Activity). When the UI class
is exported (i.e., can be reused by other apps – for example,
a mail app may directly allow viewing a PDF attachment by
calling a reader app activity), malicious apps can break the
sandbox mechanism by accessing information pertaining to
the vulnerable apps or abuse its permissions. Roee Hey has
demonstrated6 how this vulnerability could be exploited to
attack the Android Settings app to enable an unauthorized
and effortless change of device password. Fortunately, this
vulnerability was patched starting with Android Kit Kat
(API level 19), where all apps including the concerned
activities must implement a specific behavior for properly
checking the code to be run via the isValidFragment() API.

2.2.2.7 Encryption.: It is a standard practice to
encrypt sensitive information when they are hard-coded
within app code. Unfortunately, developers often confuse
encryption with simple encoding: in both cases, the string may
appear unreadable (e.g., in base 64 representation); however
simply encoded strings can be decoded by anyone using the
standard API without the need of a key. Listing 4 illustrates
an example of vulnerable code. In line 4, where base 64

6. https://goo.gl/zQnpTq - Retrieved August 17, 2017

encoded information is hardcoded in the program which
the developer believes it is safe as it is decoded on-the-fly at
runtime, is actually accessible to any attacker.

1 //Base64 String Encryption
2 public static byte[] b(byte[]) {
3 byte[] $r0, $r1;
4 $r1 = staticinvoke <android.util.Base64: byte[]

decode(java.lang.String,int)>
("MDNhOTc2NTExZTJjYmUzYTdmMjY4MDhmYjdhZjNjMDU=",
0);

5 $r0 = staticinvoke <com.tencent.wxop.stat.b.g: byte[]
a(byte[],byte[])>($r0, $r1);

6 return $r0;
7 }

Listing 4: Vulnerable Encryption Using Base64 String
Encoding

The next two vulnerability cases that we consider are
related to the pervasive use of Inter-Component Commu-
nication (ICC) for enabling interaction and information
exchange between Android app components (within and
across apps). Two Android concepts are key in these sce-
narios: the intent object, which is created by a component
to hold the data and action request that must be transferred
to another component, and the intentfilter attribute, which
specifies the kind of intents that the declaring component
can handle. When intents are implicit, i.e., they do not name
a recipient component, they are routed by the system to
the appropriate components with matching intent filters.
Security of intents can then be compromised by malicious
apps which may exploit vulnerabilities to intercept intents
intended for another, or by sending malformed data to in-
duce undesired behavior in a vulnerable app. These attacks,
known as intent interception and intent spoofing attacks, have
been studied in detail in the literature [8], [37], [42], [51],
[52].

2.2.2.8 Intent.: Implicit intents, although they pro-
vide flexibility in run-time binding of components, are often
reported to be overused or inappropriately used [42]. For
example, attackers may simply prepare malicious apps with
intents matching the actions requested (e.g., PDF reader
capability) by vulnerable apps, to divert the data as well
as prevent other legitimate components to be launched. In
our study, following security recommendations in [42], we
consider an app to be vulnerable w.r.t. to Intent when it uses
implicit intents to communicate with its own components:
the developer should have used explicit intent, thus avoid-
ing potential interception by unexpected parties.

2.2.2.9 IntentFilter.: Android apps may declare their
capabilities via intent filters. However, when faced with an
incoming intent, a component cannot systematically identify
which component (trusted or untrusted) sent it. In that
case, a vulnerable app may actually be implementing a re-
delegation [3] of permissions to perform sensitive tasks.
Best security practices require app developers to protect
the offered capabilities with the relevant (or some ad-hoc)
permissions; thus, the attacker would need the user to grant
permission for accessing the sensitive resources he was
attempting to abuse. We otherwise consider the app to be
vulnerable.

2.2.2.10 Leak.: Sensitive data flows across app com-
ponents and outside an app have been extensively studied
in the literature [13], [14], [53], [54], [55], [56]. When such
flows depart from known sensitive sources (e.g., API meth-
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ods for obtaining user private data) and end up in known
unsafe sinks (e.g., methods allowing to transfer data out of
the device by logging, HTTP transferring, etc.), these are
privacy leakages. When such data flow paths are found in
an app, a vulnerability alert should be raised.

2.3 Re-construction of App Lineages
We now describe the process (illustrated in Figure 3) that
we followed to re-construct app lineages from AndroZoo’s
data heap.

Extraction of 
App IDs

App Grouping
by Certificate

App Grouping 
by Market

Sorting Apps 
by Version

…
…

..

Fig. 3: App Lineages Re-construction Process.

To re-construct app lineages, we need first conservatively
identify unique apps and then link and order their app
versions (i.e. apks) into a set of lineages. The objective is
to maximize precision (i.e., a lineage will only contain apks
which are actually different versions of the same app) even
if recall may be penalized (i.e., not all apk versions might
be included in a lineage). Indeed, missing a few versions
will not threaten the validity of our study as much as
linking together unrelated apps. Hence, we implement the
following four steps:

1. Application Id Extraction. Google recommends [57] that
each app should be named, in all its versions, following
the usual Java package naming convention7. This avoids
the collision in app names, which the market must avoid
since two different apps with the same name cannot be
installed on the same device. App name is indicated
uniquely in the Manifest file with the attribute applica-
tionId. We group together apks with the same application
id as candidate versions of a given app.

2. App Grouping by Certificate. Since Android apps are prone
to repackaging8 attacks [58], [59], different apks in a group
sharing the same app name may actually be different
branches by different “developers”. We do not consider
in our study that repackaged apps should appear in a
lineage since the changes that are brought afterward may
not reflect the natural evolution of the app. Thus, we
group apks in each group based on developer signatures.
Meanwhile, during the implementation of this step we
also noticed that most of the markets, even for Google
Play (the official market), do not emphasize a unique
certificate (i.e., only one certificate for each app). For
these cases, we found that there are around 0.064% apks
which include more than one certificates. Since, for these
apks, we cannot uniquely distinguish their ownership, we
dropped them in the final dataset.

7. Developers should use their reversed internet domain name to
begin package names

8. An apk can be disassembled, slightly modified and reassembled
into another apk

3. App Grouping by Market. We further constrained our lin-
eage construction by assuming that developers distribute
their app versions regularly in the same market. From
each group obtained in the previous step, we again sep-
arate the apks according to the market from which they
were crawled. As a result, at the end of this step each
group only includes apks that are (1) related to the same
app (based on the name), (2) from the same development
team (based on the signatures), and (3) were distributed
in the same market (based on AndroZoo metadata). Each
group is then considered to contain a set of apks forming
an unique lineage.

4. App Version Sorting. In order to make our dataset readily
usable in experiments, we proceed to sort all apks in
each lineage to reflect the evolution process. We rely on
the versionCode attribute which is set by developers in
the Manifest file. We further preserve our dataset from
potential noise by dropping all apks where no versionCode
is declared.

To avoid toy apps, we adopted the strategy used in [60]
to set a threshold of at least 10 apks before considering a
lineage in our study. And during this step almost 92% of
apks were filtered out.
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Overall, we were able to identify 28,564 lineages and the
five-number summary of lineage size are 10, 11, 13, 18 and
219 respectively. Figure 4 shows that the largest proportion
of apks are included in smaller-size lineages. This also
explained why large portion of apks were removed during
toy app filtering. Table 2 presents the top 5 lineages w.r.t.
the number of apks. In total, our lineage dataset includes
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465,037 apks. Figure 5 compares dex sizes of APKs between
the original dataset and the re-constructed lineage dataset.
It can be noticed that apks of small size has been removed
mostly during lineage re-construction, as the median value
increased from around 2.6 to 3.3 MB.

For the toy apps we removed from our dataset, there
are still chances that they are highly used by smartphone
users. To further study such a possibility, we investigate the
installation situations of the apps removed and compare it
with the situation of kept apps. Since there are almost 3
million removed apps, we randomly sampled 200 thousand
Google Play apps for this investigation. We successfully
crawled the “installs” metadata for 29,3009 apps and the
installation situation for both removed and kept apps are
shown in Figure 6. We observe that compared to kept apps,
the whole shape of removed apps is remarkably shifted to
the left, which indicates that removed apps are much less
installed by app users. Thus, we can confirm that our study
focuses on apps that are more likely to be downloaded and
installed by users.

TABLE 2: Top Five App Lineages.

Lineage #apks Market Developer
com.knightli.book.jokebookseries.m3 172 appchina knightli

wp.wpbeta 164 google play WP Technology
com.manle.phone.android.yaodian 162 appchina manle

com.imo.android.imoimbeta 143 google play imo.im
com.knightli.ebook.zyys 134 appchina knightli
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To assess the diversity of our lineage dataset, we first
explore the categories of the concerned apps. Since this
information is not available from the AndroZoo repository,
we took on the task of crawling market web pages to
collect meta-data information for each lineage. We focused
on our study on the official Google Play. Out of the 16,074
lineages which were crawled from Google Play, we were
able to obtain category information for 14,208 lineages. 1098
lineages were no longer available in the market while the
market page for 768 lineages could not be accessed because
of location restrictions. Figure 7 illustrates the high diversity
in terms of category through a word cloud representation.

9. Because of app off-shelf and region-based access control of Google
Play Store, the metadata for some apps cannot be collected.

Second, we investigate the API levels (i.e., the Android
OS version) that are targeted by the apps in our dataset.
Since the Android ecosystem is fragmented with several
versions of the OS being run on different proportions of
devices, it is important to ensure that our study covers
a comprehensive set of Android OS versions. Figure 8
presents the distribution of API level span of lineages of
the dataset. The API level span of a lineage indicates the
range between the minimum and maximum targeted API
level found in the lineage. In the figure, the X-axis is the
lower bound of the API level of a lineage while the Y-axis
stands for the upper bound. Therefore, for each square, it
indicates an API level span from the lower bound to upper
bound. Meanwhile, the color of a square reflects the number
of lineages of this API level span. According to the figure, it
is easy to find out that most of the deep colored squares
are located either on the diagonal or on the right lower
corner. This phenomenon suggests that most apps tend to
stay within one API level. For such app lineages that have
their apps initiated with latest API levels, they are more
likely to be upgraded with higher API levels. But still, apps
of other API level spans can also be spotted in our dataset.
Thus, our lineage dataset is quite diverse in terms of API
level span.

2.4 Research Questions
The goal of this work is to explore the evolution of vulnera-
bilities in the ecosystem of Android apps. Our purpose is to
highlight trends in the vulnerability landscape, gain insights
that the community can build on, and provide quantitative
analysis for support the research and practice in addressing
vulnerabilities. We perform this study in the context of An-
droid app lineages, and investigate the following research
questions:

RQ1: Have there been vulnerability “bubbles” in the
Android app market? The literature of Android security
appears to explore vulnerabilities in waves of research pa-
pers. Considering that many of the vulnerabilities described
above have been, at some periods, trending topics in the
research community [61], [62], [63], [64], [65], we investi-
gate whether they actually correspond to isolated issues in
time10. In other words, we expect to see the disappearing
of some vulnerabilities just like the explosion of bubbles.
This question also indirectly investigates whether measures
taken to reduce vulnerabilities have had a visible impact in
markets.

RQ2: What is the impact of app updates w.r.t. vulnera-
bilities? Few studies have shown that Android developers
regularly update their apps for various reasons (including
to keep up with users’ expectations). A recent paper by
Taylor et al. has concluded that apps do not get safer as
they are updated [26]. We do not only investigate the same
question with a significantly larger and more diversified
dataset, but also find detailed patterns of the survivability
of vulnerabilities.

RQ3: Do fixed vulnerabilities reappear later in app
lineages? One of the main reason for software updates is
to patch security flaws (i.e., vulnerabilities). Nevertheless,

10. We use the Dalvik executable code compilation timestamp as the
packaging date to implement this study.
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Fig. 7: Word Cloud Representation of Categories Associated with Our Selected Lineage Apps.
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there could be chances for updates to introduce vulnera-
bilities as well, especially for those that had been fixed in
previous updates. With RQ3, we study the phenomenon of
vulnerability reintroductions in Android apps.

RQ4: Where are vulnerabilities mostly located in pro-
grams and how do they get introduced into apps? The recent
“heartbleed” [66] and “stagefright” [67], [68], [69] vulnera-
bilities in the SSL library and the media framework have left
the majority of apps vulnerable and served as a reminder
on the unfortunate reality of insecure libraries [70]. A recent
study by Watanabe et al. [71] has even concluded that over
50% of vulnerabilities of free/paid Android apps stem from
third-party libraries. We partially replicate their study at a
larger scale. Furthermore, to help researchers narrow down
searching range for vulnerabilities we investigate whether
vulnerabilities get introduced while developers perform
localized changes (e.g., code modification to use new APIs),
or whether they come in with entirely new files (e.g., an
addition of new features).

RQ5: Do vulnerabilities foreshadow malware? Al-
though vulnerabilities do not represent malicious behavior,
they are related since attackers may exploit them to imple-
ment malware. We investigate whether some vulnerability
types can be associated more with some malware types than
others. Considering evolution aspects, we study whether
some malware apps appear to have been “prepared” with
the introduction of specific vulnerabilities.

2.5 Experimental Setup
2.5.1 Execution Environment
Experiments at the scale considered in our study are chal-
lenging, requiring a significant amount of memory, storage
disk as well as computing power. The retrieval of apks from

the AndroZoo repository alone took 7 days and occupied
56 terabytes (TB) of local storage space. Among the vulner-
ability detection tools, FlowDroid and IC3, as previously
reported in the literature [30], are heavy in terms of re-
source consumption. Fortunately, we were able to leverage
a high performance computing (HPC) platform [72], using
up to 80 nodes, to run as many analyses as possible. We
use the fully parallel capability of the HPC platform and
we automated the analysis scenarios with Python scripts:
FlowDroid11 analyses occupied 500 cores and consumed 240
CPU hours to scan 223,474 apks; IC3 occupied 200 cores and
consumed 360 CPU hours to scan 72,983 apps. AndroBugs
light scanning only took 13 CPU hours with 500 cores to go
through 458,814 apks.

Overall, we obtained results for 454,799 apks of 27,974
lineages by AndroBugs, 37,736 apks by FlowDroid and
30,042 apks by IC3 with 3357 and 2048 lineages respec-
tively12. The final raw results hold in about 40GB of disk
space. There are 2 reasons that caused the different numbers
in the result of different tools. One is because of the limited
time budget for running analysis. As we know from the
previous paragraph that AndroBugs is the lightest tool in
resource requirement, we collected the most results from
its analysis. On the contrary, IC3 is the heaviest tool which
got the least results. Meanwhile, some apks could cause
crashing of certain detection tools and, normally, different
tools crash on different apks. This is another reason that
leads to a different number of analysis results in different
tools.

False positives of the selected static analysis tools. It
is known that static analyzers will likely yield false positive
results. Towards evaluating the severity of this impact, we
resort to a manual process to verify some of the results.
Because manual verification is time-consuming and may
require training in understanding vulnerability types, we
restrict ourselves within a working day to conduct the
manual verification of a sampled set of vulnerabilities.

Specifically, we invited 2 PhD students who have been
working on Android and static analysis related topics to
work on the reports of the three selected tools, respectively.
One student spent one day on sampled reports 13 of An-
droBugs and another one spent two days on the reports of
IC3 and FlowDorid respectively. They are able to check 711

11. Default sources and sinks configuration file provided with Flow-
Droid source code was used in this study. It can be obtained from the
GitHub repository under directory ”soot-infoflow-android”.

12. Since the obtained results for different vulnerabilities (i.e. tools)
are different, the percentages calculated in the rest of the paper are
based on the analyzed apks of a certain vulnerability.

13. Sampling by using find path/to/reports -type f | shuf -n sampleNumber
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vulnerabilities14 for AndroBugs, 275 vulnerabilities (98 of
intent spoofing and 177 of unauthorized intent reception)
for IC3 and only 78 leaks for FlowDroid. The manual
verification process confirms that, at least from the syntactic
point of view (i.e., these vulnerabilities are in conformance
with the definition of vulnerabilities as proposed in the
tools documentation), the results reported by the adopted
static analyzers are all true positive results. The students,
however, admit that they are only able to focus on checking
simple syntactic rules for validating the results. It is time-
consuming and sometimes very hard to follow the seman-
tic data flows within the disassembled Android bytecode.
Indeed, Android apps are commonly obfuscated, making
it difficult to understand the code manually. Even without
obfuscation, it is also non-trivial to understand the intention
behind the code if no prior knowledge is applied.

Moreover, in addition to checking real-world Android
apps via disassembled bytecode, which is known to be
difficult, we conducted another experiment with a set of
open-source apps, in the hope that these apps could help
us better validate the reported static analysis results. To
this end, we randomly selected 200 apps from F-Droid and
conducted the same experiments as for the close-source
apps. Interestingly, the results of this experiment are more
or less the same to that of close-source apps. We have
only observed one false positive for FlowDroid. Among the
200 open-source apps, FlowDroid reported that 45 of them
contain sensitive data flows. We manually investigated 15
of them (i.e. developers’ code14 were manually checked)
accounting for 29 leaks. Out of 29 reported leaks from these
apps, we spot one false positive, which was found in app
idv.markkuo.ambitsync. The false positive is caused by an
incorrectly generated dummyMainMethod. For FlowDroid to
construct call graphs for Android apps, a dummyMainClass
containing several dummyMainMethods is required to be
instrumented. However, in this case, the dummyMainMethod
is incorrectly generated which further leads to a non-exist
path, and hence a false-positive result. Similar validations
were done for Androbugs and IC3 as well, while no false
positives were spotted.

Furthermore, it is worth to mention that the three static
analyzers we selected in this work have been recurrently
leveraged by a significant number of state-of-the-art ap-
proaches to achieve various purposes. For example, Flow-
Droid’s results have been leveraged by Avdiienko et al. [30]
to mine abnormal usage of sensitive data, Cai et al. [73]
leverage IC3 to understand Android application program-
ming and security, while Taylor et al. [26] have leveraged
AndroBugs to investigate the evolution of app vulnerabili-
ties. Moreover, there are studies focusing on analyzing and
comparing analysis tools too. Qiu et al. [74] compared the
three most prominent tools which are FlowDroid, Aman-
Droid and DroidSafe and discussed their accuracy, perfor-
mances, strengths and weaknesses etc. Meanwhile, Ibrar et
al. [75] studied vulnerability detectors of Mobile Security
Framework (MobSF), Quick Android Review Kit Project
(QARK) and AndroBugs Framework with banking apps.

14. Vulnerabilities of non-HTTPS links are not considered since these
vulnerabilities are pervasive in our dataset and are relatively straight-
forward to identify statically (hence, less likely to be false positives).

In the aforementioned two works, they all discussed the
false positive issues of the tools. According to their results,
FlowDroid and Androbugs both performed the best among
their kind of tools in terms of false positives. Therefore, from
the false positive point of view, we can conclude that the
tools we have chosen are the most reliable among other
counterpart tools.

2.5.2 Study Protocol
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Fig. 9: Distributions of Vulnerable APKs and of Vulnerabilities

Each of the vulnerability detection tools outputs its
results in an ad-hoc format. We build dedicated parsers
to automatically extract relevant information for our study.
Figure 9 provides quantitative details on the distributions of
vulnerable apks in the lineages dataset. SSL vulnerabilities
are widespread among Android apps and across several apk
locations. We also note that a large majority of apps may
include a large number of sensitive data flows. As these
leaks reveal private information, although for most of them,
how the sensitive data will be used is unknown, we should
consider them as vulnerabilities.

For the evolution study, Vulnerable pieces of code are
extracted from the location l of an apk indicated by the
vulnerability detection tools. These vulnerable pieces of
code are collected and released as a valuable artifact for
the community. Real-world examples from this artifact were
presented in Section 2.2.2.

Finally, we monitor and record how vulnerabilities
change at these locations that is: given the analysis results
for an apk v1 and its successor v2 of a lineage, we track the
differences in terms of vulnerability locations; when a given
vulnerability type is identified in a location but is no longer
reported at the same location, we compute the change diff
between the two apk versions and refer to it as potential
vulnerability fix changes15.

15. Since the change could be only related to program refactoring, we
cannot say if the change is a real fix or not.
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Fig. 10: Evolution of Android App Vulnerabilities.

3 RESULTS

We now investigate the evolution of Android app vulner-
abilities. Our objective in this work is to understand the
evolution of Android app vulnerabilities and thereby to
recommend actionable countermeasures for mitigating the
security challenges of Android apps.

3.1 Vulnerability “Bubbles” in App Markets
To answer RQ1: Have there been vulnerability bubbles in the
Android app market? We first compute, for each vulnerabil-
ity type, the percentage of apks which are infected in a given
year. Figure 10a outlines the evolution of vulnerable apks
in the space of 6 years. Clearly, we do not see any steady
trend towards less and less proportions of vulnerable apks.
A more specific investigation is conducted to further explore
the expected pattern. The same computation is repeated
with apps only debuted on year 2010. This limits to a dataset
containing only 3109 apks of 141 app lineages. Nevertheless,
very similar patterns have been observed16. Since apks are
built to target specific Android OS versions (i.e., API level

16. vulnerabilities of Intent and IntentFilter contains missing data in
certain years. Therefore, these 2 vulnerabilities are not discussed here.

targets), the availability of specific features and program-
ming paradigms may influence the share of vulnerable apks.
Thus we present in Figure 10b the evolution of the percent-
age of vulnerable apks across different API level targets. We
note an interesting case with the Command vulnerability: the
percentage of vulnerable apks has steadily dropped from
60% in apks targeting first OS versions to about 10% for
the more recent OS version. This evolution is likely due to
the various improvements made in the OS as well as in the
app markets towards preventing capability and permission
abuse.

We further investigate (1) whether the overall evolu-
tions depicted previously break down differently in specific
markets, given that markets do not implement the same
security checking policies; and (2) whether evolution trends
are visible inside the apps, since developers may make
efforts to at least reduce their numbers. Figure 10d illustrates
the evolution of three dominant markets, namely the official
Google Play store, and the alternative markets AppChina
and Anzhi. We note that the rate of vulnerable apks in all
three markets has remained high throughout the considered
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history17. Evolution trends in Figure 10c reveal how Leak
vulnerabilities have significantly dropped in 2011: from an
average 120 vulnerabilities per apk, it came to about 40
before slowly increasing again. We remind the reader that
these vulnerabilities found using FlowDroid are computed
as possible paths from sensitive data to sinks such as log
files. Such a drop in the number of leak vulnerabilities
per apk may be explained by the wide interest of the
community. TaintDroid [76], the first state-of-the-art tool for
tracking data flows has just been proposed, and the first
comprehensive study on Android security issues (which put
leaks as a priority concern) was made available [77]. MIT
technology review had also realized on the wave of apps
leaking private info [78].

Figures 10e and 10f further depict interesting evolu-
tion cases for the Command and KeyStore vulnerability
types between markets. While the official Google Play
has seen Command-vulnerable apks drop and KeyStore-
vulnerability remain low, alternative markets have accepted
more and more Command-vulnerable apks, and still include
a large share of KeyStore-vulnerable apks. These findings
may suggest that the security mechanisms implemented
by some markets might be effective against frequently ex-
ploited vulnerabilities. Indeed, let us take Google Play as an
example, Google has introduced Google Play Protect18 for
continuously pinpointing potentially harmful applications
(such as apps with SMS fraud, phishing, or privilege esca-
lation, etc.). As revealed in the Android Security 2017 year
in review report, Google Play Protect had actually disabled
potentially harmful apps from roughly 1 million devices
with approximately 29 million apps removed.

Insights from RQ1: Our analyses did not uncover any
vulnerability bubble in the history of app markets. In-
stead, we note that vulnerabilities have always been
widespread among apps and across time. Nevertheless,
the case of Leaks suggests that wide and intense research-
ing focus can significantly impact the number of vulnera-
bilities in apps.

3.2 Survivability of Vulnerabilities
To answer RQ2: What is the impact of app updates w.r.t.
vulnerabilities? We investigate whether a given vulnera-
bility type identified at a location remains or is removed
from the successor apk in the lineage. Similarly, we inves-
tigate whether new vulnerability types appear in updated
versions of the app. Figure 11a summarizes the impact
that app updates have on the vulnerabilities in a lineage.
On average, for most vulnerabilities, more than 50% of
vulnerable locations remain. The number of vulnerabilities
related to Encryption and Inter-component communication
(i.e., Leaks, Intent and IntentFilter) has evolved substantially
across app versions (e.g., only 20% of Leak vulnerabilities
kept untouched). Figure 11b presents the distribution of
delay (in terms of apk versions) before a vulnerability
is removed from its location. Survivability appears to be
similar across vulnerability types. Furthermore, the median

17. A given apk is considered to be vulnerable if it includes any case
of our selected vulnerability types.

18. https://www.android.com/play-protect/

delays indicate that most vulnerabilities will not be fixed
until three version updates later.
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Fig. 11: Survivability of Vulnerabilities in APKs

We further detail in Figure 12 the distribution of the
numbers of vulnerabilities added and removed in apps.
Except for the Permission case, we note that the median
number of vulnerabilities added is equal or higher to the
number of vulnerabilities that are removed. This confirms a
finding in a recent study by Taylor et al. [26] on a smaller
set of apps: “Android apps do not get safer as they are up-
dated”. The p-values of Mann-Whitney-Wilcoxon (MWW)
test with null hypothesis of equal distribution, alternative
hypothesis of not equal distribution and confidence level of
0.95, indicated above each box plot pair, however, show that
the difference is statistically significant only for the three
ICC-related vulnerabilities.
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Fig. 12: Distribution of Added and Removed in a Numbers of
Vulnerabilities between Consecutive APK Versions. Numbers
represent p-values from MWW tests on the statistical signifi-
cance of the differences.

We now investigate the general trend in vulnerability
evolutions, comparing the impact of updates between con-
secutive pairs and the impact of all updates between the
beginning and the end of a lineage. We expect to better
highlight the overall evolution of vulnerabilities as several
changes have been applied. The box plots in Figures 13
highlight a simple reality: commonly vulnerabilities are
neither removed nor introduced during app updates (i.e.,
all median values equal to 0 in Figure 13a) and when
they happen, their chances are quite equal as well (i.e.,
all mean values are very close to 0 too). When looking at
the distribution obtained based on the initial/latest versions
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shown in Figure 13b, the major pattern stays similarly (i.e.,
all median values are still 0 only except for Leak which is 1
and for most of the mean values, they increased slightly but
still between around 0.5 to 0. the exceptions are Leak and
IntentFilter which are 3.8 and 2.3 respectively), but observ-
able differences are exhibited as well. Several vulnerabilities
expand in size and the scale increases obviously. The main
parts of all boxes are on the positive side of y-axis, which
indicates that there are more cases of adding vulnerabilities
than removing.
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Fig. 13: Variations in # of Vulnerabilities Following Updates.

Insights from RQ2: As more than 50% of vulnerabili-
ties stay untouched during 1 update and the possibility
of fixing and introducing vulnerabilities during updates
does not show a significant difference, app updates indeed
do not make apps safer. Moreover, vulnerabilities can
normally survive 3 updates and even longer, this suggests
developers haven’t been paying enough attention on vul-
nerability issues.

3.3 Vulnerability Reintroductions

To answer RQ3: Do fixed vulnerabilities reappear later in
app lineages? We track all vulnerability alerts (associated
with their locations) and cross-check throughout the lin-
eages. We found 342,809 distinct cases of location-based
vulnerability reintroductions (i.e., vulnerable code removed
and reappeared in the same method of the same class of an
app, as specified in Section 2.1) for 15,375 distinct apps.
On average, a given app is affected by 6.7 vulnerability
reintroductions. Figure 14a further breaks down reintroduc-
tion cases and their proportions among all vulnerability
alerts. Encryption-related vulnerabilities (2.97%) are the most

likely to be reintroduced, in contrast to SSL Security-related
vulnerabilities (0.77%).

(a) Vulnerability Reintroduction

0% 1% 1% 1% 1% 0% 1%

39%

16% 16%

SSL

Sec
ur

ity

Com
m

an
d

Per
m

iss
ion

W
eb

View

Key
Sto

re

Fra
gm

en
t

Enc
ry

pt
ion

Le
ak

In
te

nt

In
te

nt
Filte

r

% of apks

(b) Vulnerability Type Reintroduction

Fig. 14: Statistics on Reintroduction Occurrences.

We investigate whether, in some lineages, a vulnerabil-
ity type may completely disappear at some point and later
re-appear. Figure 14b provides statistics on proportions of
lineages where a given vulnerability type is reintroduced
(note that this type-based vulnerability reintroduction is
only discussed here, for the rest of the paper, without
specification, the reintroduction should be location-based).
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Fig. 15: Statistics on How Vulnerabilities Are Removed (during
file deletion or code change within vulnerability location file)
or Introduced (during new file insertion or code change within
vulnerability location file).

Figure 15 details, for each vulnerability type, the propor-
tion of cases where a vulnerability was removed in an apk
version following a complete deletion of its location file, or
following code changes in its location (at method level or
file level depending on the vulnerability type). File deletion
and new file insertion occupy a big portion suggests that
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vulnerabilities are probably fixed or introduced with third-
party code. Our in-depth analysis reveals that those deleted
and inserted files are indeed mostly from libraries. For ex-
ample, we have found that file com.tencent.open.SocialApiIml
has been deleted and newly inserted 3,730 and 6,012 times
respectively.

Insights from RQ3: Vulnerability reintroductions occur in
Android apps and Encryption-related vulnerabilities are
the most like to be reappeared with the possibility of
around 3%.

3.4 Vulnerability Introduction Vehicle
We answer RQ4: Where are vulnerabilities mostly located
in programs and how do they get introduced into apps? By
first providing a characterization of code locations where
vulnerabilities are found. We focus on two main location
categories: library code and developer code. We attempt to
provide a fine-grained view on vulnerable-prone code by
distinguishing between:
• Developer code, approximated to all app components that

share the same package name with the app package (i.e.,
app id).

• Official libraries, which we reduce in this work to
only Android framework packages (e.g., that start with
com.google.android or android.widget).

• Common libraries, which we identify based on whitelists
provided in the literature [79].

• Reused or other Third-party code, which we defined as all
other components that do not share the app package
name, but are neither commonly known library code.

Fig. 16: Distribution of Vulnerable Code in Developer Code,
Official Libraries, Common Libraries and Reused/Third Party Code.

Figure 16 details the distribution of vulnerable code in
different locations. For most vulnerability types, it stands
out that third-party code (including common libraries) is the
main carriers of app vulnerabilities. Developer code is more
affected by ICC data handling vulnerabilities. Android “of-
ficial”19 libraries are however affected by Fragment vulner-
abilities. This could be explained by the fact that several of
such libraries are widely used to implement ads display in
app foreground UIs. Although such vulnerabilities may be

19. Our heuristics are solely based on package name and thus may
actually include abusively named packages. See package list on artefact
release page.

fixed by Google library maintainers, it is commonly known
that update propagations can be slow in Android [39].

We investigate the correlation between the size of apps
and the number of vulnerabilities to assess a literature
intuitively-acceptable claim that larger apps are more vul-
nerable. Then, we study how this reflects in evolution via
apk updates, by checking whether the number of new code
packages added in an app during an update correlates
with the number of newly appearing vulnerabilities. Table 3
provides Spearman correlation computation results. All cor-
relation appear to be ‘Negligible’. IntentFilter shows the
highest correlation close to being categorized as ‘Moderate’
w.r.t. the size of the apps.

TABLE 3: Spearman Correlation Coefficient (ρ) Values. With
experiments Exp.1: # of packages vs. # of vulns. per apk; Exp.2:
# of new packages vs. # of vulns. per update.

Type SSL Security Command Permission WebView KeyStore
Exp.1 0.08 0.07 -0.11 0.08 0.08
Exp.2 0.14 0.06 -0.02 0.07 0.02
Type Fragment Encryption Leak Intent IntentFilter
Exp.1 0.19 -0.02 0.05 0.06 0.22
Exp.2 0.17 -0.00 0.04 0.10 0.12

Interestingly, computation of LOESS regression [80]
shown in Figure 17 further highlights that while a positive
correlation, although ‘negligible’, may exist between added
packages and the number of added vulnerabilities, no cor-
relation can be observed between removing packages and
variations in vulnerability numbers.
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Fig. 17: Overall Regression.

As numbers of the vulnerabilities are not correlated with
both apk size and package numbers. We can deduce that not
all packages commonly introduce vulnerabilities yet only
for certain packages.

Insights from RQ4: Although third-party libraries are the
main contributor of vulnerabilities, it is quite possible that
the major contribution is only from part of these libraries.
Therefore more focus should be given on the analysis
of libraries and market maintainers could draw policies
rejecting apps using non-vetted libraries. Moreover, the
claim made in [71] that more code and libraries imply
more vulnerabilities may not be always true.

3.5 Vulnerability and Malware

To answer RQ5: Do vulnerabilities foreshadow malware?
We investigate relationships between app vulnerabilities
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and malware. One way for malware to achieve their mali-
cious behaviors is by leveraging vulnerabilities. Reasonably,
malware can deliberately implement vulnerabilities for their
own use as presented in [81]. Moreover, to distinguish
malware from benign apks, the common practice is using
anti-virus(AV) flagging reports. AndroZoo provides these
reports 20 as metadata for all its apks and in this study, we
treat an apk as malware as long as one or more AVs gave
positive reports.

TABLE 4: Benign and Malware in Vulnerable APK Sets

SSL Security Command Permission WebView KeyStore
Malware 42.17% 56.00% 62.90% 44.73% 35.79%
Benign 57.83% 44.00% 37.10% 55.27% 64.21%

Fragment Encryption Leak Intent IntentFilter
Malware 14.28% 58.82% 38.12% 37.96% 43.85%
Benign 85.72% 41.18% 61.18% 62.04% 56.15%

Table 4 reports the proportion of benign and malware
which are detected as vulnerable for each vulnerability type.
Malware are not more likely to contain a given vulnera-
bility than benign apps. We further perform a correlation
study on these malware to assess whether the number of
vulnerabilities in an apk can be correlated to the number
of AVs that flag it. This is important since AVs are known
to lack consensus among themselves [82], [83]. For every
vulnerability type we found that the Spearman’s ρ was
below 0.30, implying negligible correlation.
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Fig. 18: Vulnerability VS Malware21

We now carry an evolution study to investigate whether
certain vulnerabilities may foreshadow certain type of An-
droid malware. To this end, we rely on type information
provided in AndroZoo based on the Euphony tool [84].
A malware can be labeled with various types, including
trojan, adware, etc. Given an app lineage, when a single
apk is flagged by AVs, we consider its non-flagged prede-
cessors in the lineage and count cumulatively how many
vulnerabilities were included in them. For each lineage
where all apks are benign we also count the number of
vulnerabilities per vulnerability types. We then perform the
MWW test, for each vulnerability type, to assess whether the
difference between, on the one hand, the median number of
vulnerabilities for malware of a given type, and, on the other
hand, the median number of vulnerabilities in benign apps,
is statistically significant. In most cases, this difference is not
statistically significant, suggesting that most types of An-
droid malware cannot be readily characterized by vulnera-
bilities within the malware itself. Nevertheless, we find four
interesting cases of vulnerability types (namely, Command,
KeyStore, Fragment and Encryption), where vulnerabilities

20. AndroZoo provides, for each apk, AV reports of dozens of AV
engines hosted by VirusTotal (https://www.virustotal.com)

21. Other vulnerabilities are ignored due to insignificant differences
observed between benign, adware and malware samples. Hence, they
are omitted from the figure to give a clear exhibition.

are suggestive of malicious behavior. Figure 18 illustrates
the distribution of vulnerabilities across benign, trojan, and
adware. Vulnerabilities of these types are significantly less
in benign lineages than in earlier apks of lineages where
malware of type trojan or adware will appear as shown in the
figure and further proved by the 0 valued p-values between
benign and adware and between benign and trojan of all 3
types except Encryption, while the absence of benign of type
Encryption in the figure reflects that benign apks does not
contain any of such vulnerability.

Insights from RQ5: Our study finds similar rates of vul-
nerabilities in malware as well as benign apps. However,
we uncovered cases where vulnerable apks were updated
into malicious versions later in the app lineage.

4 DISCUSSION

We now discuss the potential implications and future works,
as well as the possible threats to the validity of this study.

4.1 Implication and Future Work
The datasets and empirical findings in this work suggest a
few research directions for implications and future works in
improving security in the Android ecosystem.

• Understanding the genesis of mobile app vulnera-
bilities. Since app lineages represent the evolution of
apps, they could contain the information about “when”
and “how” is a given vulnerability initially introduced.
This information could then be leveraged to understand
the genesis of the vulnerability and thereby help re-
searchers and developers invent better means to locate
and defend such vulnerabilities.

• Tools to address vulnerability infections. By leverag-
ing app lineages, the corrected pieces of code of a vul-
nerability happened in a certain app version could be
spotted and extracted from its subsequent app versions
with the fixes. Indeed, the vulnerable code snippets
disclosed in this work could be leveraged to mine fix
patterns for certain vulnerabilities and subsequently
enable the possibility of automated vulnerability fixes.

• Reintroduction analysis for app updates. As revealed
in the answer to RQ3, the fact that vulnerabilities can
be reintroduced into apps during their updates, it is
essential to perform reintroduction analysis (either stat-
ically or dynamically) for Android apps. These analyses
later could be immediately adopted by app markets
to guarantee that app updates do not introduce more
(known) vulnerabilities.

• Library screening strategies. As concluded in Sec-
tion 3.4, third-party libraries are the main contribu-
tor of vulnerabilities in an app. Thus, when libraries
containing serious vulnerabilities get to be popular,
the aftermath will be difficult to estimate. Such inci-
dent happened once on August 21, 2017, Bauer and
Hebeisen [85], from the Lookout Security Intelligence
team, have reported that their investigation of a suspi-
cious ad SDK (i.e., ad library) revealed a vulnerability
that could allow the SDK maintainer to introduce ma-
licious spyware into apps. After it was alerted, Google
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has then removed from the market over 500 apps con-
taining the affected SDK: those apps were unfortunately
already downloaded over 100 million times across the
Android ecosystem. Therefore, strategies of selective
screening of libraries could be investigated to clean app
markets with apps which unnecessarily ship vulnerable
libraries.

• Understanding the pervasiveness of vulnerabilities.
According to this study, each apk contains more than 60
vulnerabilities on average. Although intensive studies
have been done on different kinds of vulnerabilities, no
vulnerability “bubble” explosions have been observed
as we studied in RQ1. However, detection tools target-
ing on these vulnerabilities have been made publicly
available and free for quite a long time such as the tools
we used in this study. Therefore, why developers did
not using these tools to protect their apps could be an
interesting question to answer in future work.

• A correlation study of vulnerabilities and malware. In
this study, the cases where APKs containing certain vul-
nerabilities were updated into malware have been spot-
ted. Khodor et al. [81] also observed similar cases that
malware deliberately implements vulnerabilities for its
malicious purpose. This phenomenon implies that there
could be correlations between certain vulnerabilities
and malware. Nonetheless, more thoroughly defined
experiments are needed to confirm this hypothesis. We
believe that app lineages, introduced in this work, can
be leveraged to implement such studies.

4.2 Threats to Validity

Like most empirical investigations, our study carries a num-
ber of threats to validity. We now briefly summarise them in
this subsection.

Threats to external validity are associated with our study
subjects as well as to the vulnerability detection tools that
are selected. To provide reasonable confidence in the gen-
eralizability of our findings, this study leverages the most
comprehensive dataset of Android apps. Threats to external
validity are further minimized by considering a variety of
vulnerability detection tools (hence of vulnerability types)
for our study.

The main threat to internal validity is related to the pro-
cess that we have designed for re-constructing app lineages.
To minimize this threat, we have implemented constraints
that are conservative in including only relevant APKs in a
lineage.

In terms of threats to construct validity, our analyses as-
sume that all vulnerability types are of the same importance
and that every APK can be successfully analyzed. Yet, since
the IC3 and FlowDroid successfully analyzed fewer APKs
than AndroBugs, the scale of the significance of the findings
may vary. Nevertheless, we have focused more on assessing
proportions related to available data per vulnerability types
(instead of immediate averages).

Also, code obfuscation is not considered in this study.
As it is more and more common for developers to obfuscate
their code because of security or malicious consideration.
This could introduce some impacts on our results. However,
many of our analyses are naturally obfuscation immune

(e.g., leak analysis checks the data flows from sources to
sinks, while sources and sinks are normally Android API
calls which cannot be obfuscated.). Therefore, the impact of
code obfuscations should be limited.

Furthermore, the experimental results may be impacted
by the validity of the results of the selected vulnerability
detection tools. Given that these are static analysis tools, it
is known that they may yield false positives. We attempt
to mitigate this impact by performing a manual verification
to some of the randomly selected vulnerabilities yielded by
the three analyzers. As discussed in Section 4.1, the naive
verification process does not spot any clearly false positive
results (i.e., the vulnerabilities are at least in conformance
with the definition of vulnerabilities as proposed in the
tools documentation). However, since the verification was
implemented by 2 PhD students, their experiences could
have a direct impact on the verification result. Thus, lack
of proof of the authenticity of the vulnerabilities is the main
threats to the validity of this study. Moreover, during the
manual verification, vulnerabilities of non-HTTPS links are
not considered. The main reasons are: 1) they are quite
straightforward to be identified, and 2) these links can be
changed over time and thereby are difficult to be verified
(e.g., for an HTTP link, if an HTTPS page and redirect were
added just before the verification, should we consider it as
a false positive?). The pervasiveness of such vulnerabilities
also makes it hard to be manually checked. But we still have
to be aware of the possibility of the impact on the results.
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Fig. 19: Trends Comparison between the Original Dataset (im-
balanced) and the Common Sampled Dataset (balanced).

Finally, due to constraints such as time budgets and com-
putation resources, the results yielded by the three selected
static analyzers are for a different number of apps. Since
the results obtained by the static analyzers are not always
from the same samples, different vulnerabilities could be
collected from different datasets. Therefore, our empirical
observations could have been impacted by such inconsistent
datasets. However, as we have not attempted to compare
the results between different static analyzers, we believe
that such an impact should be negligible Nevertheless, to
empirically demonstrate this, we go one step deeper to
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revisit the aforementioned studies with a common corpus.
Specifically, we conduct our revisit study on 356 app lin-
eages, which correspond to 3984 APKs, having all these
apps successfully analyzed by the three tools. Our revisit
study reveals that the empirical findings observed from a
common app lineage set are more or less similar to that of
imbalanced datasets. For example, regarding the evolving
patterns of vulnerable apps, as illustrated in Figure 19, the
results observed from the imbalanced dataset (above sub-
figure) and the common corpus (bottom sub-figure) more
or less follow similar trends, indicating that the empirical
results observed will unlikely be impacted by the dataset
chosen in this study.

5 RELATED WORK

Our work is related to several contributions in the literature.
In previous sections, we have discussed the case of data
leaks vulnerability in Android investigated by the authors
of TaintDroid [76], FlowDroid [13] and IccTA [14]. Other
analyzers have been proposed based on static analysis [6],
[53], [86], dynamic analysis [87], [88], [89], [90], [91] or a
combination of both [12] to find security issues in apps. In
view of the amount of literature that relates to our work, we
focus on three main topics:

5.0.0.1 Android security studies: Subsequent to the
launch of Android, several comprehensive studies have
been proposed to sensitize on security issues plaguing the
Android ecosystem. Enck et al. [77] have provided the
first major contribution to understanding Android applica-
tion security in general with all potential issues. However,
compared to the dataset used in this study, the number of
their samples was limited. Felt et al. [3] have then focused
on permission re-delegation attacks while Grace et al. [5]
focuses on capability leaks. They unveiled vulnerabilities
related to permissions. While this paper studied different
kind of vulnerabilities from the evolution aspect. Zhou et
al. [59] have later focused on manually dissecting malicious
apps to characterize them and discuss their evolution. The
MalGenome dataset produced in this study has since been
used as a reference dataset by the community. We mainly
focus on the vulnerabilities of Android. More recently, Li
et al. [58] have performed a systematic study for under-
standing Android app piggybacking: they notably pointed
out libraries as a primary canal for hooking malicious code.
Although piggybacking is different from updating, as it is
a tempering by other developers, there are some similar
mechanisms and we borrowed some ideas from their study.

5.0.0.2 Vulnerability studies: Vulnerabilities, also
known as security-sensitive bugs, have been extensively
studied in the literature [92] for different systems [93],
[94], [95], [96], [97] and languages [44], [98], [99], [100].
Camilo et [29] have recently investigated the Chromium
project to check whether bugs foreshadow vulnerabilities.
Researchers have also proposed approaches to automati-
cally patch them [101], [102].

In the Android literature, several studies have already
been performed: Bagheri et al. [103] have recently ana-
lyzed the vulnerabilities of the permission system in An-
droid OS; Huang et al. [104] have studied so-called Stroke
vulnerabilities in the Android OS which can be exploited

for DoS attacks and for inducing OS soft-reboot; Similarly
Wang et al. [105] have analyzed Android framework and
found 6 until-then unknown vulnerabilities in three com-
mon services and 2 shipped apps, while Cao et al. [106]
focused on analyzing input validation mechanisms. Qian et
al. [16] have developed a new static analysis framework for
vulnerability detection. Thomas et al. [39] have analyzed
102k+ apks to study a CVE reported vulnerability on the
JavaScript-to-Java interface of the WebView API. Jimenez et
al. [107] have attempted to profile 32 CVE vulnerabilities
by characterizing the OS components, the issues, the com-
plexity of the associated patches, etc. Linares-Vásquez et al.
[108] have then presented a larger-scale empirical study on
Android OS-related vulnerabilities. OS vulnerabilities have
also been investigated by Thomas et al. [109] to assess the
lifetime of vulnerabilities on devices even after OS updates
are provided. Closely related to our work is the study by
Watanabe et al. [71] where authors investigated the location
of vulnerabilities in mobile apps. Our work extends and
scales their study to a significantly larger dataset. Finally,
Mitra and Ranganath recently proposed the Ghera [110]
repository with a benchmark containing artifacts on 25
vulnerabilities. Our work is complementary to theirs as we
systematically collect thousands of pieces of code related
to a few vulnerabilities, from which researchers can extract
patterns, and help validate detection approaches.

TABLE 5: Related Works in Vulnerability Study

Work APK # Type # Detail Year
Fahl et al.
[10]

13,500 1 Studied only SSL se-
curity vulnerabilities

2012

Jiang et al.
[11]

62,519 1 2 vuls stem from con-
tent provider com-
ponents which are
called passive con-
tent leaks and con-
tent pollutions

2013

Sounthiraraj
et al. [12]

23,418 1 Studied SSL security
by using both static
and dynamic analy-
sis

2014

Watanabe et
al. [71]

30,000 4 3 vuls of information
disclosure, 6 vuls of
SSL security, 5 vuls
of inter-component
communication and
4 vuls of webview

2017

Taylor et al.
[26]

30,000 5 Studied 3 vuls of in-
formation disclosure,
3 vuls of insecure
network communica-
tion, 2 vuls of cryp-
tography, 2 vuls re-
lated to intent spoof-
ing and debuggabil-
ity and 1 vuls of bi-
nary protection and
did and evolutionary
study based on 1 up-
date comparison.

2017

Table 5 lists the works which are similar to this study. It is
noteworthy that the number of APKs considered in these re-
ported studies is much less (by an order of magnitude) than
the number of APKs considered in this paper. Moreover,
most of the studies focused on one specific vulnerability
type. Although, the latest two works studied Android vul-
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nerabilities more generally and the last one even considered
about app updates. None of them studied vulnerabilities
from the aspect of app lineages. Therefore, some evolution
patterns of vulnerabilities can only be found in this study
such as vulnerability reappearing.

5.0.0.3 Software evolution: The software engineer-
ing literature includes a large body of work on software
maintenance and evolution [111], [112], [113], [114], [115].
We focus our discussion on recent Android-related work.
In one of the latest work, Coppola et al. have investigated
the fragility in Android GUI testing by utilizing 21 metrics
to measure the adoption tools and their evolution [116].
Differently, our work is more focused on Android app vul-
nerability analysis. Calciati and Gorla [24] have leveraged
the AndroZoo dataset to investigate the evolution of permis-
sion requests by Android apps. Taylor and Martinovic [26]
also investigated how permission usage by apps, as well as
security and privacy issues, have changed over a two-year
period. Our work scales their approach with a larger set
of apps, spanning a larger timeline, and considering entire
lineages instead of only a pair of app versions. Evolution
of Android OS code has also been investigated. McDonnell
et al. have empirically studied the stability of Android
APIs [117] while Li et al. focused on the evolution of in-
accessible Android APIs [25]. Thanks to the lineage dataset
that we have collected, further studies can be performed
to check the alignment between OS API evolution and API
usage evolution in app code.

6 CONCLUSION

Evolution studies are important for assessing software de-
velopment process and measure the impact of different
practices. However, such studies, to be meaningful, must
scale to the size of the artifact. For Android apps, this was
so far a challenge due to the lack of significant records on
market apps. Our work first addresses these challenges by
re-constructing 28,564 lineages formed in total by 465,037
apks. We have then run computationally expensive vulnera-
bility scanning experiments on these app lineages providing
a view vulnerability evolution, which is so far the largest
scale of this kind studies. Moreover, investigating Android
vulnerabilities from app lineage point of view is the major
novelty of this study, which allows us to yield several newly
spotted findings: 1) most vulnerabilities can survival at less
3 updates; 2) part of third-party libraries are the major
contributors of the most vulnerabilities; 3) vulnerability
reintroduction occurs for all kinds of vulnerabilities while
Encryption-related vulnerabilities are the most reintroduced
within all types of this study; and 4) some vulnerabilities
may foreshadow malware. In addition to new findings, this
large scale study also confirms most of the conclusions from
previous studies with relatively small datasets. However,
the result of this study also suggests that the recent claim
made by Watanabe et al. [71] that more code and libraries
imply more vulnerabilities may not be always true. Finally,
3 valuable artifacts produced by this study: 1) app lineages,
2) the complete dataset of vulnerability scanning reports,
3) recorded vulnerable pieces of code, are shared.
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